Touch Lab Report 8

Multimodal Virtual Environments:
MAGIC Toolkit and Visual-Haptic Interaction Paradigms

I-Chun Alexandra Hou and Mandayam A. Srinivasan

RLE Technical Report No. 620

January 1998

Sponsored by
Naval Air Warfare Center Training Systems Division
N61339-96-K-0002
Office of Naval Research
N00014-97-1-0635

The Research Laboratory of Electronics
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
CAMBRIDGE, MASSACHUSETTS 02139-4307



Form Approved

Report Documentation Page OMB No. 0704-0188

Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information,
including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington
VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it
does not display a currently valid OMB control number.

1. REPORT DATE 3. DATES COVERED
JAN 1998 2. REPORT TYPE 00-01-1998 to 00-01-1998
4. TITLE AND SUBTITLE 5a. CONTRACT NUMBER

Multimodal Virtual Environments: MAGIC Toolkit and Visual-Haptic £b. GRANT NUMBER

Interaction Paradigms
5c. PROGRAM ELEMENT NUMBER

6. AUTHOR(S) 5d. PROJECT NUMBER

5e. TASK NUMBER

5f. WORK UNIT NUMBER

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
M assachusetts I nstitute of Technology, The Research Laboratory of REPORT NUMBER
Electronics, 77 M assachusetts Avenue,Cambridge,M A,02139-4307

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’'S ACRONYM(S)
11. SPONSOR/MONITOR'’ S REPORT
NUMBER(S)

12. DISTRIBUTION/AVAILABILITY STATEMENT

Approved for public release; distribution unlimited

13. SUPPLEMENTARY NOTES

14. ABSTRACT

15. SUBJECT TERMS

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF 18. NUMBER 19a. NAME OF

ABSTRACT OF PAGES RESPONSIBLE PERSON
a REPORT b. ABSTRACT c. THISPAGE 104
unclassified unclassified unclassified

Standard Form 298 (Rev. 8-98)
Prescribed by ANSI Std Z39-18



Multimodal Virtual Environments: MAGIC Toolkit and Visual-Haptic
Interaction Paradigms
by
[-Chun Alexandra Hou

Submitted to the Department of Mechanical Engineering
on August 26, 1996, in partial fulfillment of the
requirements for the degree of
Master of Science in Mechanical Engineering

Abstract

The MAGIC Toolkit is an application program and library file that allows users to see,
manually feel, create, edit, and manipulate objects in the virtual environment. Using the
PHANTOM haptic interface, a user can build a complex virtual object or scene by adding
object primitives to the virtual workspace. Object primitives are pre-programmed objects,
such as a cylinder and a sphere, that have visual and haptic characteristics which can be
modified with a touch to the virtual menu wall. Using the MAGIC Toolkit is a simple way
to create multimodal virtual environments without directly writing the program code or
creating the environment in another application and then translating the file. The library
file has many useful routines for manipulating the virtual scene for the creation of a spe-
cific end application. The MAGIC Toolkit with extensions is useful for many applications
including creation of environments for training, prototyping structures or products, devel-
oping standardized motor coordination tests to monitor patient recovery, or entertainment.
This DOS-based application runs on a single Pentium 90 MHz processor that computes
the haptic updates at 1500 Hz and the graphic updates at 30 Hz. Since the field of vir-
tual environments is still fairly new, there are some fundamental questions about how best
to interact with the environment. In this thesis, experiments on visual-haptic size ratios,
visual scaling, and cursor control paradigms have been conducted to investigate user pref-
erence and performance. These experiments also investigate the role of vision and haptics
in navigating through a maze. Visual-haptic size ratios refer to the relative size of the
visual display to the haptic workspace. Visual scaling refers to the effects of increasing and
decreasing the size of the visual display relative to the haptic workspace. Cursor control
paradigms fall into two categories: position control and force control. Results of the exper-
iments find that subjects prefer large visual-haptic ratios, small haptic workspaces, and a
position controlled cursor. Subjects perform best with a large visual display and a small
haptic workspace. In negotiating a maze, subjects perform best when given both visual
and haptic cues, with a slight decrease in performance when given only haptic cues, and
with a significant decrease in performance when given only visual cues. When subjects are
trained on a large visual size, their performances improve linearly with the increase in visual
display. Subjects perform best when there is a high correlation of position and movement
between the visual and haptic workspaces for cursor control.

Thesis Supervisor: Mandayam A. Srinivasan
Title: Principal Research Scientist
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Chapter 1

Introduction

1.1 Virtual Environments

Virtual Environments (VEs) are computer generated worlds that give humans a means
to design and experience events that would otherwise be impossible, difficult, expensive,
or dangerous in a real environment. Proposals for the use of VEs fall into four main
categories: 1) teaching and training, 2) health care, 3) design and manufacturing , and 4)
entertainment. For the first category, VEs allow simulation of training programs such as
piloting or performing surgery. This type of application allows potential pilots or doctors
to practice and perfect techniques in their respective fields with impunity should anything
go wrong. The potential pilot would not endanger himself/herself, any passengers, or the
aircraft in a VE simulation, neither would the medical student endanger the life of a patient.
Training in an artificial environment of an actual or hypothetical situation allows the person
to learn the correct procedures and techniques of a given task.

In health care, VEs could potentially diagnose or track the recovery status of a patient
with a standardized test that would stimulate and record specific reactions. In the commer-
cial industries of design and manufacturing, VEs could be used to design and test structures
or products. This type of simulation saves on time and materials involved in constructing
or manufacturing. In the entertainment industry, VEs can simulate imaginative scenarios
for people to play in. The quality of a VE can be measured based on how “immersed” a
person feels. If a VE can deceive the human senses into believing that the environment
he/she is in is real, the person will feel immersed in the environment.

Humans have five primary senses to perceive their surroundings: sight, sound, touch,
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smell, and taste. The three main modalities humans use to interact with and navigate
through the real world are sight, sound, and touch. The human vision and audition sys-
tems are purely sensory in nature; in contrast, the human haptic system, which includes
the human sense of touch, can both sense and act on the environment [Srinivasan, 1994].
There has been a great deal of research about the human visual and auditory system. Facts
discovered about these modes of perception have aided the development of visual and audio
interfaces. The availability of visual and audio interfaces coupled with computer control
and technology allow for the rapid progress of these aspects in the design of VEs. Com-
puter graphics has evolved to a state where images presented has an uncanny likeness to
a real object. Audio devices can now output sounds with amazing fidelity to the original
environment in which the sound is recorded. Compared to what is known of the human
vision and audition, understanding of human haptics is still very limited, yet the ability to
haptically explore and manipulate objects is what greatly enhances the sense of immersion
in VEs[Srinivasan, 1994].

Haptics, in the context of VEs, have two intrinsically linked categories: human hap-
tics and machine haptics. The development of machine haptics allow for experiments on
human haptic abilities and limits. By knowing human haptic abilities and limits, haptic
interfaces can be improved and designed to enhance the sense of touch. Figure 1-1 depicts

the categories of haptics and the relationship between human haptics and machine haptics.

Haptics

Design Specifications

Machine Haptics

Experimental Apparatus

Hardware Software

Physiological Perceptual

Figure 1-1: Haptics Tree
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1.2 Human Haptics

The study of human haptics has two aspects: physiological and perceptual. The goal of
physiological haptics is to understand the biomechanical and neural aspects of how tactual
sensory signals as well as motor commands are generated, transmitted, and processed. The
goal of perceptual haptics is to understand how humans perceive with the tactual sense: the
methods and levels of accuracy for detection, discrimination, and identification of various
stimuli.

Human tactual sensing can be divided into two sensory modes, kinesthetic and tac-
tile. Kinesthetic refers to the sensing of position, movement, and orientation of limbs and
the associated forces with the sensory input originating from the skin, joints, muscles,
and tendons. Tactile sensing refers to the sense of contact with an object. This type of
sensing is mediated by the responses of low-threshold mechanoreceptors near the area of
contact[Srinivasan, 1994]. The tactual sensing in combination with the human motor appa-
ratus in the haptic system allow humans to use their hands to perceive, act on, and interact
with their environment.

Quantitative research has discovered several facts about the human haptic system:

e Humans can distinguish vibration frequencies up to 1 KHz through the tactile sense.

e Humans can detect joint rotations of a fraction of a degree performed over about a
second.

e The bandwidth of the kinesthetic system is estimated to be 20-30 Hz.

e The JND (Just Noticeable Difference) for the finger joint is about 2.5 degrees, for the
wrist and elbow is 2 degrees, and about 0.8 degrees for the shoulder.

e A stiffness of at least 25 N/mm is needed for an object to be perceived as rigid by
human observers. [Tan et. al., 1994]

e The JND is 20% for mass, 12 % for viscosity, 7% for force, and 8% for compli-
ance[Beauregard, 1996).

In addition to finding out how humans react to different stimuli, how they perform with
different interfaces, and how they react in different environments, insight into what feels
natural to them and what types of interfaces may be suitable for different tasks is also

needed. Understanding human haptic abilities and limitations can lead to improvements of
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current haptic devices and the development of new devices which will give the user a more

immersive experience.

1.3 Machine Haptics

The development of machine haptics is composed of hardware development and software
development. Haptic interfaces allow humans to interact with the computer. This interac-
tion requires a physical device to transmit the appropriate stimuli and software to control

the stability and desired action and reaction.

1.3.1 Haptic Hardware Development

There are three categories of haptic interfaces: tactile displays, body based devices, and
ground based devices[reviewed by Srinivasan, 1994]. Tactile displays stimulate the skin
surface to convey tactile information about an object. Research into this area has primarily
focused on conveying visual and auditory information to deaf and blind individuals[Bach-
y-Rita, 1982]. Body based devices are exoskeletal in nature. They could be flexible, such as
a glove or a suit worn by the user, or they could be rigid, such as jointed linkages affixed to
the user. One such device is the “Rutgers Master II”, which uses four pneumatic cylinders
with linear position sensors in addition to a rotary sensor to determine the location of the
fingers and actuate a desired force[Gomez, Burdea, Langrana, 1995].

Ground based devices include joysticks and hand controllers. One of the first force-
reflecting hand controllers was developed at the University of North Carolina with the
project GROPE, a 7 DOF manipulator [Brooks et al., 1990]. Margaret Minsky developed
the Sandpaper System, a 2-DOF joystick with feedback forces that simulates textures.
[Minsky et al., 1990 ] The University of British Columbia developed a 6 DOF magnetically
levitated joystick which features low-inertia and low friction [Salcudean, 1992]. MIT’s
Artificial Intelligence Laboratory developed the PHANToM. It features three active degrees
of freedom and three passive degrees of freedom with a point contact which has low inertia
and high bandwidth[Massie and Salisbury, 1994].

This thesis discusses the development of a software application designed to be used with
the PHANToM, but can be applied to any point-interaction haptic interface device which

outputs a force given a position.
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1.3.2 Haptic Software Development

The development of haptic interfaces has resulted in a need for increased understanding
of the human haptic system. The growth of this field has also found some problems and
limitations in the performance of haptic devices. Due to the inherent nature of haptics, all
computations must be calculated in real-time. Given the fact the VEs are enhanced with the
combination of visual, auditory, and haptic stimuli, a substantial amount of computational
power is required to run a multi-modal VE in real-time. The development of efficient code
and methods of rendering in the three main interactive modalities is essential for a quality
simulation. Since motors can only generate a finite amount of torque over certain periods of
time, methods of rendering scenes which will give the illusion of a stiff surface are needed.
The software development can possibly compensate for hardware limitations and make the
virtual world feel more natural. Since the virtual world does not have to obey all the laws
of the physical world, software development can also create effects that are not possible in
a real environment.

Studies on the software requirements for stiff virtual walls have been conducted at
Northwestern University[Colgate, 1994]. It is possible for a user to touch one side of a
thin object and be propelled out the opposite side, because surfaces are usually rendered
using an algorithm which output a force proportional to the amount of penetration into
a surface. This motivated the development of a constraint based algorithm which keeps
a history of the cursor’s surface contact and outputs the force in a direction normal to
the contact surface[Zilles and Salisbury, 1995]. Displaying a deformable object gives the
user an illusion of a soft object[Swarup 1995]. This method of rendering compensates for
a device’s motor torque limit, since the visual presentation of a deformed object implies
an intentional non-stiff object. A study in visual dominance has found that when a user is
presented with two virtual springs and asked to determine which of the two is stiffer, the
user will almost always choose the spring that visually compresses less for a given force and
ignore the haptic dependent cues[Srinivasan et. al., 1996]. Force shading is a method that
maps a pre-specified radial vector to a planar surface in order to create the haptic illusion
of a curved surface when a planar surface is displayed[Morgenbesser and Srinivasan, 1996].
This method is useful in creating complex curved objects. One could render a polyhedral
mesh that describes an angular object, add force shading, and create a perception of a

smooth curved object. This would reduce computation time since it is simpler to specify a
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polyhedral approximation to a curved surface than it is to specify a continuously smooth
complex object.

With the development of haptic interfaces comes the development of software for use
with the device. First basic algorithms need to be developed to control the device. Next
it must be able to render virtual objects or scenes accurately. Once these basic needs are
satisfied, the device can be used in a higher level application. To facilitate the end goal,
it would be useful to have a development environment to create virtual scenes. This thesis
describes the development of a software toolkit to facilitate the creation of multimodal
virtual environments.

Increased understanding of human haptics, improved rendering techniques, and better
haptic interfaces in combination with visual and auditory developments will allow multi-
modal virtual environments to reach a state where complex applications such as surgical

training can be realized.

1.4 Contributions to Multimodal Virtual Environments

The goals of this thesis are to develop applications and investigate interaction variations
that would help in the expansion of the use of multimodal virtual environments. Key
factors that play a role in how quickly and easily a new field, such as multimodal virtual
environments, becomes widespread, are cost and ease of use.

A system which is capable of rendering high quality multimodal virtual environments will
most likely be very expensive. The intrinsic nature of this immersive technology requires
real-time updates of the visual, haptic, and audio environment. The updates require a
significant amount of computing power. For the graphics rendering, an usual setup is to
have a Silicon Graphics machine or a PC with a graphics accelerator running 3-dimensional
scenes generated with OpenInventor. This type of system commonly costs at least $10,000.

The physical hardware of a haptic device is also needed for manual interaction with the
virtual environments. A device, such as the PHANToM, costs about $20,000. In addition,
computational power is required to interpret the location and control the force feedback.
Depending on the computational power of the graphics systems described above, the haptic
computations can be on the same system, or may require a separate processor. The necessity

of another processor adds to the cost of the complete system. The same arguments can be
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applied to the addition of the audio aspect of the multimodal VE.

A high quality multimodal VE rendering system can very quickly become very expensive.
There are several applications of VEs which do not require the highest fidelity of performance
in all sensory modes. In this thesis, the goal is to develop an application which focuses on
high fidelity haptics and adequate graphics for a single processor system. This basic type of
VE rendering system allows for the fundamental studies on the human haptic system and on
human interaction with multimodal VEs. This system is relatively simple and inexpensive;
it requires only a PC and a haptic interface device, such as the PHANToM.

To make such a system easy to use, the MAGIC Toolkit has been developed. It includes
an application program and a set of library files that allows an user to easily create 3-D
haptic and 2-D visual environments. The application has object primitives in which the
user can use like building blocks to create a scene. These objects have attributes such as
size, location, stiffness, and color, which can be readily be changed with a touch to the
menu.

This “Building Blocks” type of application makes the creation of multimodal VEs simple
even for the novice user, and affordable. The availability of an effective and affordable
system, increases the viability of the growing use of multimodal VEs. A large base of users
creates a platform in which more applications can be created and a better understanding
of interactions can be achieved.

In addition to the development of the MAGIC Toolkit, this thesis also describes the
use of the Toolkit in creating mazes for a series of human visual-haptic interaction exper-
iments. These experiments study the performance and preference of users when different
size visual and haptic displays are presented. Other parameters that are varied include
different objectives for completing the maze, different levels sensory feedback, and different
cursor control paradigms. In some experiments the subjects are told to optimize speed,
in others, to optimize accuracy. Some experiments varied the size of both the visual and
the haptic display, while other experiments varied only the size of the visual display. The
sensory feedback experiments consist of three sessions in which the subjects are presented at
first with both visual and haptic feedback, then with only haptic feedback, and finally with
only visual feedback. Another set of experiments investigates the effects of cursor control
differences between position control and force control.

The larger goal of this project is to make multimodal VEs simple, effective, easy to use,
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and affordable so that it can be incorporated into many applications. This project also aims
to achieve a better understanding of the human visual-haptic interaction.
The following list summarizes the contributions made in this thesis to the field of mul-

timodal virtual environments:

e developed the MAGIC Toolkit, a VE building blocks application and library file for

a single Pentium processor PC system which has both visual and haptic rendering.

e developed a menu driven program to be a) user friendly, and b) easy to change at-

tributes of objects.

¢ developed an organized structure for object characteristics that users can easily access

and add information about the attributes of the object.

e developed a novel rendering algorithm that allows for a speedy calculation of forces

for a cone.
e defined various human visual-haptic interactions.

e conducted experiments to study the effects of visual and haptic size on user preference

and performance.

e conducted experiments to study the effects of visual and haptic feedback on user

preference and performance.
e defined various cursor control paradigms.

e conducted experiments to study the effects of various cursor control paradigms on

user preference and performance.

e found that subjects perform best with and prefer a large visual workspace paired with

a smaller haptic workspace.
e found that subjects perform best with both visual and haptic feedback.

e found that subjects prefer position control cursor paradigms to force control cursor

paradigms.

e found that an illusion of having stiffer walls can be created using a haptic workspace

that is larger than the visual workspace.
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1.5 Overview

To help the reader with the organization of this thesis, the following is a summary of what

is presented in each chapter.

e Chapter 2 discusses the development of the MAGIC Toolkit. This DOS-based toolkit
facilitates the creation and editing of complex virtual scenes and complex virtual
objects. A description of how object primitives are used to build the scene is followed
by a discussion of the various characteristics of each object. An innovative way to

render a cone is described. A description of the library files is given.

e Chapter 3 discusses several visual-haptic interaction paradigms. Size ratios of the
visual workspace to the haptic workspace and their effects on users’ perception of
the environment are investigated. One set of variations has a combination of two
visual workspace sizes and two haptic workspace sizes. The other set of variations has
one haptic workspace size and four visual workspace sizes. Cursor control is another
important aspect of user interaction. Four different types of cursor control paradigms

are discussed including two position control and two force control cursor paradigms.

e Chapter 4 describes the experimental methods used to investigate the effects of dif-
ferent visual-haptic interaction paradigms. One set of experiments investigates user
preference and performance, given different visual-haptic workspace ratios. It also in-
vestigates the performance when given different objectives for completing the maze, for
example, speed vs. accuracy. The role of sensory feedback is also investigated. Sub-
jects were presented with the maze with both haptic and visual feedback, with haptic
feedback but without visual feedback, and without haptic feedback but with visual
feedback. Another set of experiments investigated training effects. The performance
of subjects who trained on a large visual workspace is compared with the performance
of subjects who trained on a small visual workspace. The former describes the effects
of decreasing visual scaling, the latter describes the effects of increasing visual scaling.
The final experiment tested subjects on the performance and preference of the cursor
control paradigms. In this set, they were given a single visual size that corresponded

to the haptic size.

23



e Chapter 5 presents the results of the experiments. Subjects prefer and perform best on
a large visual display and a small haptic display. Results show that subjects perform
best when given both visual and haptic feedback. Their performance decreased by
26% when given only haptic feedback, but decreased over 61% when given only visual
feedback. In the visual scaling experiments, subjects performed consistently when they
trained on a large visual display. They performed less consistently when they trained
on a small visual display. In the cursor paradigm experiment, subjects preferred
position control over force control paradigms. They also completed the maze faster

with the position control paradigms.

e Chapter 6 discusses the significance of the results of the experiments. Subjects prefer
and perform best on a large visual environment with a small haptic environment.
Presenting a small visual environment coupled with a large haptic environment gives
the illusion of very stiff walls. Having both visual and haptic feedback gives rise to
the best performance. When only one sensory mode is given, performance is bet-
ter with only haptic feedback than with only visual feedback. Training on a visual
environment larger than the haptic environment results in a linear improvement in
time performance when the visual environment is increased as the haptic environment
remains at the same size. There is a limit to the improvement in time performance
when a subject is trained on small visual and haptic environment. In fact, the perfor-
mance of some subjects actually degrade at larger visual-haptic size ratios. Subjects
find position control cursor paradigms easier than force control. Performance is better
when there is a high correlation in motion and force between the visual and haptic

realms.

e Chapter 7 concludes with an evaluation of the application toolkit and experiments.
It also discusses directions for future work. The sample size of subjects for the ex-
periments is small, but representative. This study shows the general trends of per-
formance. Continuing this study with more subjects could more accurately specify
the degree to which these trends are true. It would also be interesting to conduct a
similar series of experiments with much smaller haptic workspaces to study human

fine motor control.
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Chapter 2

The MAGIC Toolkit

2.1 Motivation

The current methods of creating virtual environments are not very user friendly, especially
to users who are not familiar with the field of haptics. These methods require the user to
manually program the specific shapes, sizes, and locations of the objects, or to draw the
desired virtual scene in another application, such as CAD or FEA, then have a program that
translates the file into a form that is suitable for a haptic display. These time consuming
and user un-friendly methods prompted the development of the MAGIC Toolkit, a software
application program and library which would allow users to easily create and edit complex
virtual objects or scenes. This virtual “building blocks” program is easy to use for both
the low level user and the high level user. The novice can use the menu driven program as
a creation medium. This user can add objects to the scene to view and touch. The high
level user has a goal of using the scenes created in the menu driven program for a complex
application. This user can employ the library of functions to help in the manipulation of
the scene in the programming.

The MAGIC Toolkit has a collection of object primitives that the user can employ to
create VEs or complex virtual objects. It organizes the visual and haptic characteristics
of objects in a structure which facilitates the visual and haptic presentation of the VE.
Designed to be used with the PHANToM haptic interface device, the MAGIC Toolkit

allows the user to see, manually feel, create, and edit a virtual environment.
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2.2 Apparatus

The MAGIC Toolkit is designed to be used with a point interaction, open loop control
haptic interface that outputs a force for a given position. The PHANToM, shown in Figure
2.1, has three active degrees of freedom (x, y, z) and three passive degrees of freedom (8,
¢, ¥). The stylus at the end of linkage is a pen-like device that the user holds to explore
the haptic workspace. The MAGIC Toolkit is a DOS-based application written in Borland
C++. Its routines, however, are transportable to other domains with a minimal amount of
revision. It was a conscious decision to write the application based in DOS. This application
would not have to share processor time with other applications, such as the ones running in
Windows. This results in a higher bandwidth of operations since the processor is devoted to
only one application. The trade off for using DOS is the limited number of colors available
and the lack of 3-dimensional graphics rendering routines. Therefore, the MAGIC Toolkit
comprises of a 2-dimensional visual display and a 3-dimensional haptic workspace. The
haptic control loop update frequency for this program is approximately 1500 Hz. This is
the performance when running on a 90 MHz Pentium processor. It will of course have a

higher bandwidth with a faster processor.

Figure 2-1: PHANToM Haptic Interface
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2.3 Modes of Operation

The MAGIC Toolkit has several modes of operation. First, it allows the user to feel and
explore the environment. Second, it allows the user to move the selected object in the scene
by touching the selected object and pushing it around. Third, it allows the user to add

objects to the scene and edit the features of the objects.

2.4 Coordinate System

The coordinate system of this application is centered in the middle of the haptic workspace.
The x axis is on the horizontal plane starting at the center and pointing to the right. The
y axis is on the horizontal plane starting at the center and pointing forward and away from
the user. The z axis is on the vertical plane starting at the center and pointing up. Figure

2-2 shows a diagram of the coordinate system.

Figure 2-2: The Coordinate System

2.5 Object Primitives

Object primitives are pre-programmed objects that have visual and haptic characteristics

that can be modified to create a virtual scene. The object primitives in the MAGIC Toolkit
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include a sphere, cylinder, cone, cube, and rectangular prism. When the user touches an
object with the PHANToM, the user will feel a contact force appropriate for the object.

The contact forces are calculated the simple linear spring law,
F = —k& (2.1)

The force, F’, is proportional to the amount of indentation, . The indentation, z, is
the amount of penetration into the object from the surface. The force is directed in the
opposite direction of the indentation vector. The following is a description of how each of

these primitives is constructed.

2.5.1 Sphere

The sphere is haptically and visually defined by a 3-dimensional centerpoint and a radius. It
is one of the simpler objects to render. All the force vectors point radially outward from the
centerpoint. Figure 2-3a shows the 3-dimensional sphere. Figure 2-3b shows a cross-section

of the sphere with the force vector directions.

Figure 2-3: Sphere

2.5.2 Cylinder

The cylinder is defined by a 3-dimensional centerpoint, a length, a radius, and an axis of

orientation. It is composed of three surfaces. The top and bottom surfaces are defined as
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planes with constraints at the circumference of the circle. When the user touches these
surfaces, the contact force returned is normal to the surface. The third surface is the body
of the cylinder. All the force vectors for the body of the cylinder point radially outward
from the central axis. The central axis is the line through the centerpoint pointing in the
same direction as the axis of orientation. Near the intersection of the body and the planar
surface, the forces are defined by the location of the cursor. Of the two force vectors that
may apply, the one of lessor magnitude is returned. Figure 2-4a shows the 3-dimensional
cylinder with the key attributes. Figure 2-4b shows a cross-section of the cylinder with the

force vector directions associated with each region.
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Figure 2-4: Cylinder

2.5.3 Cone

The cone is defined by a 3-dimensional centerpoint, height, and base radius. The centerpoint
is located at the center of the base of the cone, as shown in Figure 2-5a.

The cone is composed of two surfaces, the body and the base. The force vectors for
the body point radially outward from the central axis. The central axis is the line passing
through the centerpoint and the vertex of the cone in the z-axis direction. Currently, the
cone has only one orientation. The base of the cone is a planar surface constrained by
the circumference of the circle defined by the base radius. The force vectors for the base

are directed along normals to the base surface. The rendering method of the cone does
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Figure 2-5: Cone

not depict a true cone since the force vectors returned for the body of the cone are not
perpendicular to the surface. They are rather, perpendicular to the central axis. This is a
simple rendering algorithm, requiring very few calculations, but still creates a cone that is
haptically indistinguishable from one that has a force vector normal to all surfaces. One
limitation of this rendering algorithm is the difficulty in feeling the vertex of the cone.
Figure 2-5b shows the horizontal cross-section of the cone with the associated force vector
directions.

Near the intersection of the conical and planar surfaces, the force vector with the lesser
magnitude is returned. Figure 2-5c¢ shows the vertical cross-section of the cone with the

respective force vectors for each of the surfaces.

2.5.4 Cube

The cube is defined by a 3-dimensional centerpoint and the length of one side as shown
in Figure 2-6a. It is composed of six perpendicular planar surfaces. The force fed back is
based on the location of the cursor. A square cross-section is essentially divided into four
triangular regions by drawing the diagonals as shown in Figure 2-6b. Each of the triangular
regions has an associated force in a corresponding planar direction. If the cursor is within
the region, the force vector is in the direction normal to the surface of the cube. Now, in the
three dimensions, the cube is divided into six tetrahedral volumes. In each of the volumes,

the force vector will always point in the direction normal to the outer surface.
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Figure 2-6: Cube and Cross-sectional View with Force Vectors

2.5.5 Rectangular Prism

The rectangular prism is defined by a 3-dimensional centerpoint, length, width, and height
as shown in Figure 2-7a. The prism is similar to the cube, differing only in the values for
the length, width, and height. Figure 2-7b shows the cross-sectional view of the rectangular

prism with the associated force vectors for each surface.
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Figure 2-7: Rectangular Prism
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2.6 Functions

2.6.1 Location Variation

The X, Y, and Z centerpoint location of each object can be changed in increments of 0.1

inch using the menu bar.

2.6.2 Size Variation

The parameters available for changing the size of an object include length, width, height,
and radius. The user can change the values of each of these parameters in increments of 0.1
inches. When the parameter is not applicable for the selected object, for example a radius

for the cube, the value is not incremented.

2.6.3 Stiffness Variation

The stiffness of the object has an initial value of 0.1. It can be changed in increments of

0.01 and has a range of 0 to 0.2.

2.6.4 Color Variation

The colors available to chose from include: Black, Blue, Green, Cyan, Red, Magenta, Brown,
Light Gray, Dark Gray, Light Blue, Light Green, Light Cyan, Light Red, Light Magenta,
Yellow, and White. These are the 16 colors available for the DOS routines.

2.7 User Interface

Figure 2-9 shows the visual display when the MAGIC Toolkit program is running. There is a
blue background, a cursor, two buttons indicating the feel and move mode of operation, two
switches that allow for editing of the workspace, a button that will trigger the current scene
to be saved into a file, and three information display boxes indicating the force output, the
current cursor location, and the centerpoint of the selected object. All buttons and switches
are haptically located on the vertical front wall of the haptic workspace. A touch to the
region of the switch or button using the haptic interface device will trigger the respective

action.
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Figure 2-8: Visual Display of MAGIC Working Environment

2.7.1 Modes of Operation

There are two black buttons located symmetrically at the top, center region of the visual
and haptic workspace. One is the FEEL button, located on the right. The other is the
MOVE button, located on the left. The application is always in one mode or the other. The
active mode is written in white, while the inactive mode is written in red. The FEEL and
MOVE mode, as described earlier, allows the user to explore and manipulate the virtual

environment, respectively.

2.7.2 Switches

There are two switches visually located at the center top of the screen one above the other.
Each has two triangular, red incrementation arrows located on either side of the black label
area. In the haptic space, the switches are located at the top center of the front wall.
When the user touches one of the switches, a short auditory blip signals the activation of
the switch. One switch toggles the parameters, the other switch toggles the values of the
parameters. The parameters include: CENTER X, CENTER Y, CENTER Z, LENGTH,
WIDTH, HEIGHT, RADIUS, ADD, SELECT, COLOR, and STIFFNESS. CENTER X is
the x component of the centerpoint of the selected object. CENTER Y is the y component
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of the centerpoint of the selected object. CENTER Z is the z component of the centerpoint
of the selected object. LENGTH, WIDTH, HEIGHT, and RADIUS are the size parameters
of the selected object. If the parameter is not applicable, it has a value of zero. ADD is an
editing feature that allows the user to add an object to the scene. Objects include a sphere,
a cone, a cylinder, a cube, and a rectangular prism.

All objects have an initial centerpoint at (x, y, z) = (0, 0, 0) and a stiffness value of 0.1.
The dimensions of the objects and locations are given in mils, (0.001 inches). The initial
sphere has a radius of 500 mils and an original color of red. The initial cone has a radius
of 500 mils, a height of 500 mils, and a color of green. There are three initial cylinders,
one along each axis, that all have a radius of 500 mils, a height of 500 mils, and a color
of green. The initial cube has a length of 500 mils, and a color of cyan. There are three
initial rectangular prisms with an initial color of red, in which the dimension along one axis
is longer than the dimensions in the other two. One has an initial length of 1000 mils, a
width of 1000 mils, and a height of 500 mils. The other has an initial length of 5000 mils,
a width of 1000 mils, and a height of 500 mils. The last has an initial length of 1000 mils,
a width of 5000 mils, and a height of 500 mils.

When an object is selected, a white border outlines the shape.

2.7.3 Load/Save Options

When the program first starts, it prompts the user for the file he/she wishes to load. If there
is such a file, it is loaded; if not, the user is given a fresh scene. Once the user has edited the
file or created a new scene, there is a save button located at the top right corner of the front
wall. The user is then prompted to enter the name of the file to save the information. Also,
when the user enters “q” from the keyboard, the same prompt will appear before exiting
the program.

The file that the information is saved to has the following format. It first saves the
number of objects in the scene. It then saves the information about each object. The
information saved is in the following order: object number, color, radius, length, width,
height, x centerpoint location, y centerpoint location, z centerpoint location, x axis of
orientation value, y axis of orientation value, z axis of orientation value, stiffness, and

object type.
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2.7.4 Information Display

On the left side of the screen, the x, y, and z components of the force applied, the present

cursor position, and the selected object’s center location are displayed.

2.8 Library Files

Associated with the MAGIC Toolkit program, is a set of library files that defines how each
object and its features are associated. Once the virtual scene is saved as a *.mgc file, it
can then be used in other applications. The library files allow the scene file to be loaded,
drawn, and manipulated in various ways.

One of the library files defines the class in which the objects are organized and structured.
Another file has many routines useful in manipulating the scene. The following describes

the functions.

e load-scene: This function loads the scene by transferring the information in the file
and assigning it to the objects. It also returns the number of objects in the scene.

e draw-scene: This function draws the objects in the scene for the specified point of
view, either from the x, y, or z axis.

e erase-scene: The function visually draws the objects within the scene in the color
blue, the background color. This in essence erases the scene.

e save-scene: This function saves the object characteristics in a specified file.
e scale-scene: This function scales the objects in two of three dimensions.

e change-color: This function changes the color of the specified objects to the desired
color

2.9 Evaluation

Currently, the visuals are drawn as a 2-dimensional projection. It is at times difficult to
locate an object in a 3-dimensional space when only given a 2-dimensional view. A method
used to help locate the object has the user place the stylus along the same projectional
space as the object. Visually the cursor would be touching or inside the object. The
user then moves the stylus along the axis of projection until the object is found. In the

future, the visuals could be presented as a 3-dimensional by using field sequential displays,
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such as Crystal Eyes, or a shaded representation of the scene to give the appearance of a
three dimensional view. This set of complex graphics will require more processing power
due to the inherent nature of 3-dimensional graphics to be run in real time. It is likely
that a separate processor or computer devoted to visual rendering will be needed, though
advances in computer technology may develop a processor that can handle both the 3-
dimensional graphics and 3-dimensional haptics rendering. Another avenue is to develop
efficient graphics rendering algorithms that can use DOS to create realistic 3-dimensional
images. Running on a single system reduces the complexity of the overall structure. It also
reduces the cost of the operating system.

A framework developed to characterize an object’s visual and haptic features is easily
expandable to include other features such as texture, mass, density, viscosity, and other
material properties. An ideal Magic Toolkit would include dynamic interactions between
the objects and the user. In other words, it would be able to create a pin joint, a ball socket,
and a sliding joint. This would allow for the simulation of virtual mechanisms.

An application like the MAGIC Toolkit is very useful in creating virtual environments. It
provides a virtual workspace to desi